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Abstract—Durability features such as replication or erasure
coding serve an important role in storage systems, enabling users
to store data without fear of loss due to device failures. However,
these durability features come with a cost, in terms of storage,
network traffic, and computational overheads. For most data,
loss is a catastrophic event and so these overheads are acceptable.
However, some data tolerates low durability and does not need
the high level of durability that most storage systems provide.

Identifying the proper level of durability for a piece of data
is difficult, especially since it is often not clear how to determine
the cost of loss. For some data used in serverless applications,
however, this cost is relatively straightforward to calculate:
serverless functions are often required to be idempotent, meaning
that the data produced by them can be re-created by re-running
the function. The cost of losing a piece of data then is merely the
cost of re-running the function that originally created the data.

In this paper, we explore the tradeoff between the cost of
storing data durably and the cost to re-create data. We focus on
serverless data because its ability to be recreated makes it possible
to assign a cost to its loss. We develop a mathematical model
that relates compute costs, storage costs, and application-specific
parameters to calculate the cost-optimal placement of data. We
also develop an execution framework capable of handling lost
data transparently, enabling applications to use lower-durability
storage with no additional burden on the developer. Next, we
show how different factors such as failure rate and compute
costs affect the placement decision. We find that thanks to the
relatively short lifetime of serverless data, the probability of data
loss even on low-durability storage is fairly low. Finally, we use
the model to place data for several applications, including a video-
transcoding application and an image-assembly application. We
show that our model can predict execution costs within 7% of
actual execution costs, and can reduce storage costs by up to 3×
while never exceeding baseline costs.

Index Terms—storage, serverless, durability

I. INTRODUCTION

It is a universal truth in storage that device failures will
happen: hard disks or SSDs fail, and their data is lost. On
an individual basis, these failures are infrequent, with annual
failure rates typically ranging from 0.1–5% [1], [2], [3], [4].
However, at large scale, they become a constant issue that must
be contended with: clusters with tens or hundreds of thousands
of disks are now common [1], [5], [4], [6] and data sizes are
increasing [7], [8], resulting in potentially tens of thousands
of failures each year.

There is a large body of work on techniques for mitigat-
ing such failures. Replication, erasure coding, and regular

backups—are all different technologies or practices that ac-
complish the same goal: preventing data loss in the event of a
device failure. Some of these, especially regular backups, can
help prevent data loss in the event of other kinds of incidents
like operator mistakes or cyberattack. Although the methods
differ, they all accomplish this essentially by spreading multi-
ple (full or partial) copies of the data across multiple storage
devices so that loss of any one device does not result in data
loss. By increasing the redundancy of the data and the number
of devices the data are spread across, it is possible to withstand
the loss of a large number of disks without loss of the data. The
degree to which a storage system can withstand faults without
data loss is referred to as its durability (see Section II).

In general, the degree of durability desired for data is
assumed to be high. Cloud storage systems advertise how
many “nines” of durability they offer, typically at least nine
but sometimes even up to sixteen “nines” of durability (i.e.,
99.9999999% and 99.99999999999999%, respectively). At
these high degrees of durability, data loss due to device failure
is exceedingly rare. Note, however, that durability calculations
usually consider data loss only due to device failures; loss due
to operator error or large scale disaster (e.g., destruction of an
entire data center) are not factored in [9], [10], [11], [12].

This safety comes at a cost: duplicating data and spreading
it across multiple disks (e.g., racks and even regional data
centers) incurs overhead in terms of both space and cost.
Depending on the durability scheme being used, it may also
impact performance. For most data, the additional costs are an
acceptable price to pay for safety against data loss. However,
some data might not necessarily require such high durability.
For example, suppose a dataset is copied from a central
repository to a local data center. If the local data center loses
the dataset, it can simply re-download it from the central
repository and incur some latency. For such data, some amount
of loss may be tolerable and the additional costs of full
durability may be not justified.

The challenge is that while loss of some data may be
tolerable, it is hard to assign a cost to its loss. This in
turn makes it difficult to calculate exactly how much loss is
acceptable and therefore what level of durability is needed.
Additionally, the response to data loss depends on the specifics
of the data and the application. For instance, if a backup is lost,
there may be no further action necessary, but if a local dataset
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is lost, the appropriate response is to re-download it. The lack
of standardized response to lost data makes it tempting to
simply use high-durability storage and not have to worry about
which actions are needed after losing it.

Serverless computing offers a potential solution to this
challenge. Serverless platforms often require individual actions
to be idempotent [13], [14], [15], [16], [17], meaning that
the data created by these actions can be re-created by simply
re-running the action. This provides a standard response to
handling lost data, and makes assigning a cost to lost data
straightforward: it is the cost to re-run the action. In the
event that a function cannot be idempotent, for example, if it
interacts with an external service, the suggestion is normally
to use a workaround such as a helper library to achieve
the functional equivalence of idempotency [17], [18]. The
recent rise in popularity of serverless platforms provides us
an opportunity to re-visit the durability assumptions that have
been traditionally made.

In this paper we focus specifically on the durability of
data typical to many serverless applications. When choosing
the necessary level of durability for serverless data, we must
make a tradeoff between the greater storage cost incurred by
higher-durability storage schemes and the additional compute
cost required to re-create lost data. The tradeoff is intuitively
simple: if re-creating the data is costly or not possible because
the function is not idempotent, then highly durable, more
expensive storage is preferred. Conversely, if re-creating the
data is cheap, then cheaper, less durable storage is preferable.

For example, consider the object-detection pipeline depicted
in Figure 1. The first action converts the input image to
grayscale, creating Image’. Image’ is then processed by a
de-noising step, producing data Image”. Finally, an object
detection step reads Image”. If the Grayscale action is short
and the price of compute is cheap, then it might be most cost
effective to place Image’ in cheaper, low-durability storage and
re-run Grayscale whenever a storage failure causes Image’ to
be lost. Conversely, if compute is expensive or Grayscale has
a long run time, it may be more cost effective to place Image’
in costlier, highly-durable storage to avoid needing to re-run
the expensive Grayscale action.

In practice, making this tradeoff is challenging. The optimal
balance between compute and storage costs depends on mul-
tiple factors: (1) the cost to re-create the data (i.e., the time
to re-run the action and the cost of computation in dollars per
time), (2) the lifetime of the data (how long the data will be
needed), (3) the size of the data, (4) the cost of each storage
option (in dollars per lifetime per size), and (5) the durability
of each storage option (i.e., the probability that data will be
lost and need to be re-computed).

Further complicating the decision is the fact that multiple
actions may need to be re-run to re-compute data. If Image”
were to be lost before or while the object-detection action runs,
then Image” would need to be re-created by re-running the
de-noising action. However, if Image’ was also lost, then the
grayscaling action must also be re-run before the de-noising
action can re-run to re-create Image”.

Gray-
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Image

Object 
Detection

ID’d 
Objects

Fig. 1: Example serverless application

This complexity means that there is no single storage option
that fits all applications and all environments. It is also not
sufficient to simply look at one or two parameters: e.g., the
appropriate storage for an application may change when new
storage or compute choices become available, or when the in-
put size changes. All factors must be considered to make good
storage-placement decisions. We have created a mathematical
model, SDCM (Storage Durability Costs Model), that assists in
making this decision. SDCM takes as input a Directed Acyclic
Graph (DAG) structured serverless application, the size of the
input to the application, the cost of compute at each stage,
and the available storage options. SDCM then considers the
parameters described above and outputs the cheapest storage
choice for each stage of the application DAG. We focus on
DAG structured serverless applications due to the requirement
that we are able to calculate all of the dependencies of a
piece of data, in order to enable re-creating that data if lost.
Applications structured as a DAG satisfy this requirement.

We show that under a large number of circumstances, low-
durability storage is actually more cost effective than higher
cost, higher-durability storage.

To avoid placing the burden of dealing with lost data
on the developer, we implement an execution system that
automatically detects when data has been lost and re-runs the
appropriate function(s) to re-create the lost data. It does so in
a way that is transparent to the application. This allows de-
velopers to take advantage of lower-durability storage without
requiring special handling for lost data in their applications.
Our system additionally handles making placement decisions
for an application’s data, using SDCM.

In summary, our contributions are as follows:

• SDCM, a mathematical model that can predict the exe-
cution costs of a DAG-structured serverless application.

• An execution system for running DAG-structured server-
less applications, capable of automatically recovering in
the event of lost data.

• Evaluation of SDCM, showing that we can accurately
predict DAG execution costs within 7% of actual costs
and reduce storage costs by up to 3×.

• Analysis of several model parameters, showing that un-
der many conditions low-durability storage is more cost
effective than high-durability storage.
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II. BACKGROUND & MOTIVATION

a) Data durability: Storage systems employ various
techniques to hide low reliability of the underlying storage
devices from users. These techniques involve some degree of
overhead: the only current way to prevent data loss in the
event of a disk failure is by ensuring that the data stored on
that disk can be recreated from additional copies elsewhere in
the storage cluster. This overhead is incurred in the form of
additional disk utilization, slower data access times, additional
network traffic, and possibly additional CPU utilization.

Each of these techniques has parameters that dictate the
number of device failures it can withstand before data loss
occurs. For example, with 3-way replication, data is copied
onto three separate disks and can therefore withstand up to two
failed disks before data loss. RAID5 uses a single parity disk
and can therefore withstand the loss of one device in the RAID
array, whereas RAID6 uses two parity disks and can therefore
withstand the loss of two disks. When a disk fails, usually
a replacement disk will be added and the storage system will
redistribute data to ensure the required redundancy is restored.
This process is referred to as “rebuilding” the storage array,
and can take several hours depending on the size of the disks,
size of the array, and the bandwidth dedicated to the rebuild
process. If additional failures occur during this rebuild time,
then data could be lost.

We can calculate the probability of some number of disk
failures during the rebuild time using the annual failure rate
of the storage devices. For example, if it takes three hours
to rebuild a RAID5 storage system, then we can calculate
the probability that two disk failures occur within that three-
hour rebuild window. This is typically calculated over some
period of time (e.g., the probability that within one year, two
failures occur within the same rebuild window). The resulting
probability is the probability that over a year, the storage
system will lose some amount of data. The quantity of data
loss depends on factors such as how the data is distributed
across the array and how much progress the rebuild process
has made before the subsequent failure occurs.

The inverse of this probability, the probability of data loss
not occurring over a year, is referred to as the storage system’s
durability. A simple, commonly used formula for calculating
durability is roughly 1−(AFR∗MTTR)failure tolerance [19], [9],
where AFR is the storage devices’ annual failure rate, MTTR
is the mean time to repair a failed device, and the failure
tolerance is the number of devices that can fail simultaneously
without losing data.

As the amount of data grows, it is increasingly important
to reduce storage usage where possible. Recent surveys show
that rising cloud storage costs are causing companies to search
for new ways to store or reduce their data footprint [20], [21].

For most data, the overheads incurred by durability features
are unavoidable: losing the data is not an option. However,
any ephemeral data passed between the actions in a serverless
application has two traits that enable us to avoid the overheads
of durability: it is short lived and it can be re-created if lost.
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Fig. 2: Storage and re-execution costs for high and low-
durability storage. The failure rate for high-durability storage
is zero. The failure rate of the low-durability storage varies,
increasing along the X-axis. More details about the experiment
settings in Section 2.

Ephemeral serverless data is often short lived, with lifetimes
on the order of seconds to minutes [22], [23]. This limits the
exposure any one piece of data has to the unreliability of the
storage system. In other words, the likelihood of a failure (e.g.,
disk failure, server crash) that results in data loss, occurring
during the short time period when the data is needed, is quite
low. This is the case even if the storage system is unreliable,
and lacks durability features such as replication.

b) Limits of low-durability storage: How much less
durable can low-durability storage be while still being more
cost effective than higher-durability storage? Figure 2 shows
the storage plus re-compute costs of a DAG discussed in
further detail in Section V-B. We compare the cost of two
storage classes, one with high durability and the other with
increasingly high failure rate. We price the low-durability
storage at 3× cheaper than the high-durability storage.

We see that the failure rate of the low-durability storage
can be as high as 10,000 (bytes lost per hour) before the
re-compute costs outstrip the cost savings realized by using
lower-durability storage.

c) Handling lost data: Serverless actions are required in
most cases to be idempotent [24], meaning that re-running an
action multiple times will produce the same data each time.
Therefore, in the unlikely chance that data is lost while it
is still needed, the application can recover by re-running the
action that originally created the lost data.

Although it might make economic sense to use lower-
durability storage, doing so does introduce some additional
complexity. In particular, developers usually operate under the
assumption that if they put data into storage, the data will
be there later when they need to retrieve it. Using lower-
durability storage breaks this assumption, as now the data
may be lost between storage and retrieval. Dealing with this
possibility requires several actions: (1) identify when an action
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No. Trait Compatible
with SDCM

Suitable
for SDCM

1 Data cannot be re-created ✘ ✘
2 Unpredictable parameters ✘ ✘
3 Latency sensitive ✔ ✘
4 DAG structured ✔ ✔
5 Uses high-durability storage ✔ ✔
6 Large amount of data ✔ ✔

TABLE I: Application traits that determine if the application
is compatible with SDCM, and can indicate whether SDCM
will reduce storage costs.

has failed, (2) recognize that the action has failed due to
missing data, (3) determine the action that originally created
the now-missing data, (4) re-run that action to re-create the
missing data, and finally, (5) re-run the action that failed due
to missing data.

Currently, no execution engine or framework for server-
less is capable of automatically performing the above steps.
However, as we show in this paper, it is possible to develop
an execution system that does handle these actions. Such an
execution system enables the use of lower-durability storage,
without increasing the burden on the application developer.

A. Target Use Cases

SDCM aims to reduce storage costs while executing server-
less DAGs. However, not all serverless applications are com-
patible or good fits for use with SDCM. Table I lists some
criteria that help determine whether or not a serverless ap-
plication can be used with SDCM, and whether or not the
application can expect to benefit from using SDCM. We
expand on these criteria here:

1. Data cannot be re-created: SDCM assumes that data can
be re-created by re-running the function that originally
created it. If this is not the case, the tradeoff SDCM
makes between cheaper storage, lower-durability storage
and re-execution costs does not make sense.

2. Unpredictable parameters: The inputs to SDCM in-
clude data such as the size and lifetimes of data. These
inputs can be predicted using prior profiling runs of an
application with various sized inputs. However, if the size
or lifetime of the data is unpredictable, then knowing
these model inputs will be impossible.

3. Latency sensitive: An application that has strict latency
requirements for all requests may not be suitable for use
with SDCM, since there is a chance that a request will
encounter missing data that must be re-created. In this
case, the request will experience increased latency as it
must wait for the data to be re-created.

4. DAG structured: SDCM calculates the expected cost
of the entire application DAG and chooses the cheapest
storage option. If the application is not DAG structured,
SDCM will be unable to calculate the costs associated
with re-creating data, if doing so will require re-executing
parent actions as well. SDCM will still be able to balance
re-execution and storage costs for an individual action

and the data that it produces, but may underestimate re-
creation costs for this reason.

5. Uses high-durability storage: If the application is al-
ready using low-durability storage, then the opportunity
for lowering storage costs even further may be limited.
However, if there are tiers of even lower durability,
cheaper storage that are cheaper than what is being used
currently, then SDCM would have an opportunity to
potentially reduce storage costs.

6. Large amount of data: The benefit SDCM provides is
lower storage costs. If storage costs are a small part of an
application’s overall execution costs, then the total cost
savings enabled by SDCM will also be small. SDCM will
still work with these applications, but the benefit may be
limited.

In general, applications that are not currently using low-
durability storage and process large amounts of data are most
likely to see storage cost reductions with SDCM. Examples of
these applications might be a genomic processing pipeline [25]
or a machine-learning preprocessing pipeline [26], [27]. Ex-
amples of applications that would not be suitable for use with
SDCM are applications that use an in-memory key-value store
(e.g., Redis) for passing data [28], or applications that have
strict requirements on response time (e.g., applications that
handle user requests [29], [30]).

III. EXECUTION COSTS MODEL

The tradeoff we examine is between the additional cost
to store data more durably and the additional cost to re-
create the data, should it be lost by lower-durability storage.
We developed a mathematical model, SDCM, that balances
these two costs, taking into account the probability that data
is lost by a less-durable storage system. SDCM optimizes
for system level costs, choosing the storage class for each
piece of intermediate data created during the execution of a
serverless application, that minimizes the total cost to execute
the application.

We chose to develop a mathematical model, rather than us-
ing a more sophisticated machine-learning- or reinforcement-
based model, for several reasons: (1) SDCM provides a closed-
form solution to the tradeoff, which enables efficient decision
making even in the face of large application DAGs with many
storage options, (2) we found that SDCM is sufficient for
making good storage-placement decisions and so using a more
complicated machine-learning based model was unnecessary,
and (3) the amount of data necessary to train a machine-
learning model might not be readily available or easy to
collect. Still, a machine learning based approach could also
be feasible. We leave the investigation of such approaches to
future work.

In this section we first describe the terms used by SDCM,
then describe how SDCM calculates per-function and per-DAG
costs, and finally describe how we use SDCM to minimize
end-to-end DAG execution costs.
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a) Model definitions: Consider a serverless application
structured as a Directed Acyclic Graph (DAG) consisting of
several nodes, denoted by N . A node in this graph represents a
function that is executed on a serverless platform. Each node,
say ni ∈ N , has zero (if a root node), one, or multiple parent
nodes, denoted by Pa(ni) = {j : j being a parent of ni}.
Also, each node ni has zero (if a leaf node) or more children,
denoted by Ch(ni). Let n0 denote the root, and {nℓ : ℓ ∈ L}
denote all the leaves.

Each node ni is associated with:
• a runtime r in seconds and compute class with cost c $

per second. The compute cost incurred by executing the
node once is ccompute = r × c.

• a list of data items produced by the node, X . Each data
item has an associated lifetime xl in seconds and size xs

in bytes.
• a set of available storage classes, denoted by D, and the

set of storage classes chosen for each of the data produced
by the node, denoted by dni

. Each storage class in the set
dni

has a cost cdni
$ per byte-second and a probability

of failure, explained below.
• i-specific cost associated with each set of storage class

choices, calculated as cstorage =
∑

x∈X xl × xs × cdni
.

• a base cost, assuming no failures, denoted by C(ni, d)
and calculated as ccompute + cstorage.

• a failure probability associated with a set of storage class
choices d ∈ D, denoted by pd.

• an expected cost E(cost()), calculated using the base
cost and probability of failure as explained below. The
expected cost for a particular node and a choice of storage
classes is expressed as E(cost(ni, dni

)).
Here, a failure means that some data produced by the node

has been lost as a result of a failure of the storage system.
Since the data has been lost, subsequent functions that rely
on the lost data cannot execute, and so the node must be re-
executed to re-create the lost data. We assume that the re-
execution recurs until it succeeds. We refer to the probability
failure (i.e., the probability that data is lost as a result of a
storage system failure at some point during the lifetime of the
data) as Pf and the probability of success as Ps.

We define the system-level cost to be the expected total
costs of all nodes to successfully perform one execution.

b) Calculating DAG execution costs: We use a top-to-
bottom procedure to recursively calculate the system-level
cost. We first evaluate the root node n0 and calculate the
expected cost for executing this node:

E(cost(n0, dn0
))

= Ps × C(n0, dn0
) + Pf ×

{
C(n0, dn0

) + E(cost(n0, dn0
))

}
(1)

Solving the above equation (1) leads to

E(cost(n0, dn0)) =
C(n0, dn0

)

1− Pf
=

C(n0, dn0)

1− pd0
(2)

If we assume that each node keeps its data until the end of
the DAG’s execution, then Equation 2 can also be used for
calculating the expected cost of a generic node.

c) Correlated failures: If data for one node has been lost,
it might be likely that data for other nodes has been lost as
well. In the worst case, we might assume that if data for one
node has been lost, then the entire DAG’s data has been lost.
In this worst-case scenario, when calculating the expected cost
of a node, we must consider the cost of re-running the entire
DAG up until that node, in order to re-create the node’s data.

For a generic node, denoted by n, recall that its parents are
Pa(n) = {j : j being a parent of n}. We define Pa(r)(n) =
Pa(· · · Pa(n)) (r times composition) as the ancestor of n up to
r levels. For example, if n is a child of n0, we have Pa(1)(n) =
n0. By a similar argument as in Equation 2, we have

E(cost(n, dn)) = Ps × C(n, dn)

+ Pf ×
{
C(n, dn) + E(cost(n, dn))

+ E
(
cost(Pa(n), dPa(1)(n))

)}
(3)

Solving the above leads to

E(cost(n, dn)

=

{
C(n, dn) + PfE

(
cost(Pa(n), dPa(1)(n))

)}
1− Pf

=

{
C(n, dn) + pdnE

(
cost(Pa(n), dPa(1)(n))

)}
1− pdn

(4)

where E
(
cost(Pa(n), dPa(1)(n))

)
is the sum of the expected

costs of all the immediate parents of node n, namely

E
(
cost(Pa(n), dPa(1)(n))

)
= E

( ∑
j∈Paj(n)

cost(j, dj)
)
. (5)

This establishes a recursion between E(cost(n, dn)) and
E(cost(Pa(n), dPa(n))). Using the recursion in Equation 4 and
the expected cost of the root node (Equation 1), we can
calculate E(cost(n, dn)) for any particular node n.

Our implementation of SDCM allows a user to choose
between using Equations 2 and 4.

d) Minimizing DAG execution costs: The expected
system-level cost is

System-cost(dn, n ∈ N ) =
∑
n∈N

E(cost(n, dn)). (6)

Based on this formula for system-level cost, we can evaluate
the cost associated with any set of storage placement decisions,
namely dn for all n ∈ N . We can then make storage-
placement decisions to minimize the cost to execute the
serverless application. In other words, we want to solve

min
dn∈D,n∈N

System-cost(dn, n ∈ N ). (7)
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This is in general a challenging problem because (i) the
decisions made by different nodes are interconnected, and
(ii) a node may not be able to infer the optimal decision by
excluding other nodes (e.g., parent or children nodes). For the
non-correlated case (Equation 2) this is O(cn), and for the
correlated case (Equation 4) it is O(cn), where c is the cost
to calculate a single node cost and n is the number of nodes
in a DAG. In our experience both c and n tend to be low, and
this value takes under a minute to calculate.

We provide a greedy algorithm that will iteratively reduce
the system cost and converge to a local minimum. We use
a node-wise coordinate-decent procedure to optimize each
node’s decision, fixing other nodes’ decisions at each iteration.
More specifically, we solve

min
dn′∈D

System-cost(dn, n ∈ N ) (8)

by fixing dn, n ∈ N −{n′}, and iterating over all n′ ∈ N . To
solve Equation 8, we note that the node n′ will only be invoked
by its descendants instead of ancestors, and that the number
of invoking n′ is irrelevant with a node’s own decision. So,
solving Equation 8 is equivalent to minimizing the cost of a
single successful execution of n′, namely

min
dn′∈D

E(cost(n′, dn′)) (9)

which can be easily solved by evaluating E(cost(n′, d)) for
each d ∈ D and choosing the one that minimizes it.

A. Future Model Extensions

There are several ways in which our model could be en-
hanced or extended, which we hope to address in future work.
We describe the two most significant extensions here. First, our
model currently does not consider the performance differences
that might exist between storage classes. Lower-durability
storage is likely to have higher performance [25] as there are
no overheads from replication or erasure coding. Depending on
the data usage of an application, these performance differences
can result in significant differences in runtime. Lower runtime
results in lower compute costs, as well as lower storage costs
and a lower likelihood of data loss. All of these factors can
influence the model’s placement decisions.

Second, currently our model simply selects the storage
placements that result in the lowest DAG execution costs.
However, in some cases this might not be acceptable. For
example, applications might have real-time constraints that
require a response within a certain deadline. For these ap-
plications, occasionally re-running functions due to lost data
might add an unacceptable amount of execution time. These
constraints would work in tandem with the aforementioned
performance extensions. Higher performance, lower-durability
storage may be able to meet runtime constraints even with
periodic re-executions. Conversely, lower-durability storage
that is not higher performance may not meet these constraints.

Finally, there are other ways in which SDCM could be used
besides for placing data. For instance, it could be used to
decide when to delete data: if the predicted cost to store the

data is more than the predicted cost to re-create the data, then
the data should be deleted and re-created when needed. SDCM
can help make this decision.

IV. DESIGN & IMPLEMENTATION

SDCM relies on tracking several application metrics, such
as the runtime of each action for a given input size and the
size and lifetime of data generated by each action. In addition,
we assume that it is possible to re-create data lost by a
storage system by re-running the action that created it. Existing
serverless compute platforms do not support tracking all of
the metrics we require, and have no way of tracking which
data is created by which specific invocation of an action. This
makes it impossible to automatically re-generate data that has
been lost, a key capability necessary to using lower-durability
storage.

We therefore developed an execution system that handles
both collecting the metrics that SDCM requires as well as
handling re-running actions to re-create lost data. We de-
signed our execution system to run serverless applications on
OpenWhisk, an open-source serverless platform. We installed
OpenWhisk on a Kubernetes cluster. For storage we use a
Ceph Object Store, which we configured to have multiple
storage classes with different degrees of replication. Figure 3
depicts the components that are typical of a serverless cluster
in blue. We extended these with several additional components
and scripts, colored in green, in Figure 3. These components
include mitmproxy [31] 6 , MongoDB [32] 3 , and additional
scripts. In total, our execution system consists of around 400
lines of Go and 1,535 lines of Python.

a) Running applications: The DAG structured applica-
tions run on our execution system consist of a series of
OpenWhisk actions, with one action per DAG step—although
a step may contain several instances of the same action that run
in parallel. Users start by defining their DAG in YAML 1 ,
specifying each step. The specification for each step in the
DAG includes the OpenWhisk action and arguments used by
that step, as well as the input and output data consumed and
produced by that step.

Our script then converts this YAML specification into a
runnable shell script 2 . Based on the inputs and outputs
of each DAG step, the script orders the OpenWhisk action
invocations and runs actions in parallel when possible. In
addition to invoking actions, the shell script creates the storage
bucket used by the application. After the application finishes,
it will log the lifetime and size of all objects in the bucket in
our metrics and tracking database 3 .

OpenWhisk actions are not invoked directly, but are instead
run via a Python runner 4 . This runner is responsible for
logging metrics such as the runtime of each action, as well as
for passing additional arguments to each OpenWhisk action.
These arguments include the size of the input to the DAG and
a unique identifier for the specific action invocation.

These arguments are consumed by a library included by
each OpenWhisk action 5 . This library also contains a
function for uploading data to an object store, which adds
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Name Durability scheme Cost
($ / GB-hour) NOMDL1h

SC1 3-way replication 3.19× 10−5 0
SC2 None 1.06× 10−5 9.8× 10−9

TABLE II: Hypothetical storage classes

additional headers that specify information such as the action
associated with the object being uploaded.

We use a proxy 6 between the application and the Ceph
Object Store to track data accesses. We track when an object
is created and when it is last accessed, what action created
an object, and when an action tries to access a missing object
(i.e., when an action’s request receives a 404 response code
from the Ceph Object Store).

The proxy also has the role of adding storage class choice
to the object PUT request. It looks up the storage class chosen
for the object in the tracking database, and then specifies
this storage class using the X-Amz-Storage-Class HTTP
header. This header is the standard way of specifying storage
class placement for an object, used by both Amazon S3 and
by Ceph Object Store [33], [34].

b) Storage class selection: The application is first run in
a profiling mode to capture runtime and data lifetime, as well
as size metrics. A script then takes these metrics and selects
a storage class for each of the objects produced by the DAG,
using Equation 9 described in Section III. The script saves
these selections in the database 3 .

c) Failure handling: If an action submits a GET request
for an object which returns a 404 code (i.e., the object is
missing), the proxy 6 will record in the database the action
and the object that was missing. The Python runner 4 will
see that the action failed, and will check the database if the
proxy recorded any missing objects for the failed action. Upon
finding a missing object, the Python runner looks up the action
that created the object (recorded by the proxy) and re-runs that
action to re-create the data. Finally, the Python runner will re-
run any failed actions that depended on the missing data.

A. Hypothetical storage classes

Storage systems that are available in the cloud currently are
highly-durable and come with the associated cost premiums.
Therefore, using SDCM to select between existing storage op-
tions would have limited utility. Instead, we create hypothetical
storage classes that have lower durability and costs. We then

use SDCM to select between these lower-durability storage
classes and more traditional, high-durability storage classes.
Our hypothetical storage classes are listed in Table II and our
methodology for calculating their costs and failure rates are
described below. We define two hypothetical storage classes
with two levels of durability: one that uses 3-way replication,
and another that uses no durability features (i.e., no replication
or erasure coding). Note that other classes can be easily created
and supported by SDCM.

a) Cost: We base the prices of our hypothetical storage
classes on actual cloud storage pricing. Our durable storage
class is priced at the price of Amazon’s S3 storage (as of
January 2024). Our low-durability storage class is priced at a
third of this price, based on the cost savings achieved by using
unreplicated storage versus using triply replicated storage.

b) Failure rate: Calculating the failure rate of a storage
configuration is a complex task. Markov models are frequently
used to model the state of the storage system as disks fail and
are repaired [35], [36]. These Markov models are then used
calculate statistics such as the mean time to data loss. However,
these models often suffer from invalid assumptions and other
inaccuracies [37], [38]. We instead use a simulator developed
by Greenan [37] that aims to address the issues common to
Markovian mean time to data loss analyses.

The simulator calculates the metric NOMDL, or Normalized
Magnitude of Data Loss. This metric is expressed as bytes lost
per storage system capacity for a certain time period, which
for us was one hour. NOMDL is inversely related to durability:
a storage system with a high NOMDL has low durability, and
therefore, a higher likelihood of losing data.

SDCM uses the calculated NOMDL values when consider-
ing where to place a piece of data created by an application.
SDCM calculates the data’s anticipated size and lifetime; then,
for each storage class’s pre-computed NOMDL value, SDCM
calculates the probability that the data will be lost during its
lifetime. The data’s size is normalized to the size of the cluster,
just like the NOMDL value was. The data’s lifetime is used to
scale the NOMDL value: for example, if the expected lifetime
is 30 minutes, then the expected data lost during that time is
equal to half of the pre-computed NOMDL, since that was
pre-computed based on a one hour mission time.

V. EVALUATION

In this section, we demonstrate using SDCM to make
storage placement decisions and predict DAG execution costs.
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Fig. 4: DAG Used for Accuracy Evaluation

For all experiments, we use our execution system that handles
automatically re-creating lost data.

In Section V-A we evaluate SDCM’s ability to make accu-
rate predictions of DAG execution costs. In Section V-B we
explore how changing model and environmental parameters
impacts SDCM’s decisions. In Section V-C we provide an
analysis of the impact that re-executing actions has on overall
DAG runtimes. Finally, in Section V-D, we demonstrate using
SDCM and an execution system for running two real world
applications.

A. Model Accuracy

We evaluated SDCM by executing the DAG depicted in
Figure 4. Each function in the DAG simply makes a copy of
its input data, then exits. We evaluate several factors, including
DAG depth, fan-out degree, and input size: three different fan-
out degrees, five depths, and three input sizes for a total of
45 different DAGs. We measured the actual runtime of each
function in the application, as well as the size and lifetime
of each piece of data produced by the application. From these
measurements and by choosing compute and storage costs, we
can calculate the cost to execute the DAG. We compare this
actual value with the cost predicted by SDCM.

Since SDCM accounts for failures and considers the cost
to recompute data, our evaluation must also include failures.
We simulate data failures by randomly deleting data between
each stage of the DAG. This forces subsequent stages that
rely on the deleted data to fail. Our execution system (see
Section IV) identifies that a function failed due to missing
data, identifies the function responsible for originally creating
that data, and re-runs it. After successfully re-creating the data,
our execution system re-runs the original function that failed
due to the missing data. We delete data based on the NOMDL
value of the storage where the data has been placed. Since
even our non-durable storage class has a fairly low rate of data
loss, for evaluation purposes we artificially inflated the data
loss rate to 10,000 bytes-per-hour for a 100-disk cluster. We do
this only in this subsection, for the purpose of demonstrating
the accuracy of SDCM.

We ran each of the 45 DAGs at least ten times to ensure
that the variation of runtimes across each DAG execution is
low. In all but two cases the runtime variation was less than
10%. In those two cases, it was 12.8% and 11.1%. The high
variation in these cases is due to data loss resulting in functions
needing to be re-run. This produces a bi-modal distribution of
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Fig. 5: Histograms of DAG runtimes for the two DAGs with
highest runtime variance. The bimodal distribution of runtimes
is a result of some DAG runs encountering errors and other
runs encountering no errors.

runtimes, with some DAGs executing entirely with no data loss
and others with re-executions adding to their overall runtime.
The two most extreme cases are shown in Figure 5. On top
is the DAG with a depth of three and fan out of one, with
a 1024MB input. The variation across runtimes for this DAG
was 12.8%, and we see that this is due to a small number
of runs encountering errors requiring re-runs, resulting in a
much higher runtime. The situation is reversed for the lower
plot: in this case the DAG depth was 4, fan-out was ten,
and the input was 1024MB. The runtimes for this DAG had
a variation of 11.1%, but now this high variance is due to
most runs encountering some errors, and a small few runs not
encountering any errors.

We ran SDCM with the assumption that all data is placed
in our high failure rate (NOMDL1h = 10,000) storage. We use
the price of SC2 from Section IV-A, $1.06 × 10−5 per GB-
hour, as the price for this storage. For compute costs, we use
$1.67×10−5 per second, roughly equivalent to the per-second
cost of a 1GB AWS Lambda instance. We found, however,
that storage cost and compute costs do not impact SDCM’s
accuracy. Higher storage and compute costs would amplify
errors in predictions of runtime, data size, data lifetime, and
data loss. These errors are small enough that changes in the
underlying compute and storage costs do not significantly
impact the accuracy of the whole-DAG cost prediction.

Figure 6 shows results for 1MB, 128MB, and 1024MB sized
inputs. Each figure shows the accuracy as a percentage on the
Y-axis. The figures plot the accuracy as a function of the total
number of DAG stages, DAG depth (3 through 7 stages) and
fan out degree (1, 5, and 10).
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Fig. 7: DAG used for model parameters exploration. The
data produced by each step of the DAG was used by each
subsequent step.

In all cases, we find that SDCM was accurate within 7%
of the actual DAG execution costs. For 128MB and 1MB
input sizes we find that SDCM is within ±5% of actual DAG
execution costs. This is better than similar studies, which
predicted DAG execution properties to within 15% [24], [39].

Note that this accuracy is with respect to the average DAG
execution costs, and includes the cost of re-executions due
to lost data amortized across all DAG executions. Therefore,
when comparing SDCM’s prediction to any individual DAG
execution, SDCM’s prediction will be either slightly higher
than the actual cost (if there were no data losses encountered
during the DAG’s execution) or lower than the actual cost (if
the DAG’s execution included re-executions due to data loss).

B. Model Parameters

We now describe the impact that different parameters have
on SDCM’s storage class decisions. We use a simple five-
stage DAG for exploring these parameters, shown in Figure 7.
Each step produced 1MB of output, and each step’s output
was used by each subsequent step (so the lifetime of data A
is highest, and the lifetime of data E is lowest). The DAG’s
actions simply make a copy of the input data, and ran for

five seconds. SDCM chooses between the two storage classes
described in Section IV-A.

a) Compute cost: We first look at how the cost of
compute impacts storage class placement decisions. Figure 8a
shows the storage component of the total DAG execution cost
(Y-axis), versus the cost of compute (X-axis). The storage
component includes both the cost of storage for data produced
by the DAG, as well as the additional cost required to re-
run data in the event of data loss. “Model” is this value
as calculated by SDCM, using storage classes that SDCM
determined given the lowest total DAG execution cost. It
includes the additional cost predicted by SDCM to be incurred
as a result of losing data and needing to re-run part(s) of the
DAG.

“Baseline” is the storage component of the total cost to
execute the DAG if the most-durable storage class is used for
all the DAG’s data.

On the low end of the X axis is cheap compute, roughly
equivalent to the dollar-per-second cost of an EC2 Spot
Instance virtual machine. The high end is more expensive
than any available cloud compute. Intuitively, at these higher
compute costs, we might expect SDCM to choose more-
durable storage, as the cost to re-compute data becomes more
prohibitive. However, for all compute costs seen here, SDCM
chooses the cheaper, less-durable storage for the DAG’s data
(SC2). We find that this is because the high compute cost is
offset by the extremely low probability of losing data: for the
data produced by the DAG, the probability of loss is calculated
to be between 1.9× 10−21 and 7.4× 10−21.

Figure 8b shows what happens if we instead have 1TB of
data produced at each stage, the data’s lifetime was 1,000×
longer, and SC2’s NOMDL1h was increased by 1,000×. The
probability of data loss now ranges from 1.7 × 10−10 to
7.8 × 10−10. This makes SDCM more sensitive to increases
in compute cost, and we do indeed see that as the compute
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(a) Storage costs during DAG execution vs cost of compute. Note
the log scale on the X-axis.
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(b) Storage costs during DAG execution vs. cost of compute, if
intermediate data is larger, longer lived, and storage is less reliable.
Note the log scale on the X-axis.
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(c) Storage costs during DAG execution vs NOMDL1h. Note the log
scale on the X-axis.
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(d) Storage costs during DAG execution vs price of SC1. Note the
reversed (decreasing) X-axis.
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(e) Storage costs during DAG execution vs price of SC1, with high
NOMDL1h (10,000). Note the reversed (decreasing) X-axis.

Fig. 8: Impact of different parameters on SDCM storage class
choice.

cost increases, SDCM eventually selects more-durable storage
to avoid the cost of re-compute.

b) NOMDL: Next, we look at the impact a storage
class’s NOMDL value has on SDCM’s decisions. We keep the
NOMDL of the more-durable storage class (SC1) the same,
but increase the NOMDL value of the cheaper but less-durable
storage class (SC2). Figure 8c shows the storage component
of the DAG execution cost on the Y axis with the NOMDL
value of SC2 on the X axis.

We expect that as NOMDL value increases, eventually the
cost of needing to frequently re-create lost data will outweigh
the cost savings from using cheaper storage. Indeed, once the
NOMDL value reaches 10−1, SDCM switches from using SC2
to SC1 for all of the DAG’s data.

c) Storage price: Finally, we evaluate what it would take
for a more-durable storage class to be cost-competitive with
lower-durable storage. Figure 8d shows SDCM and baseline
costs as we decrease the cost of SC1 (i.e., our more-durable
storage class). The baseline cost always uses SC1, whereas
SDCM cost chooses between SC1 and SC2 to minimize DAG
execution costs. We see therefore the baseline cost decrease
as the cost of SC1 decreases. However, only once the cost of
SC1 reduces lower than the cost of SC2 does SDCM choose to
use SC1. In other words, the cost of SC1 needs to be reduced
to that of SC2 in order for it to be cost-competitive with SC2.
This is due to the very low probability of failure, between
1.9× 10−21 and 7.4× 10−21.

If we increase the NOMDL1h of SC2 to 10,000, then
the probability of failure (and therefore, the cost due to re-
executions) increases. This works to increase the price where
SC1 becomes more cost-effective than SC2, so that SC1
can be slightly more expensive than SC2 (1.3 × 10−5 vs
1.06 × 10−5 per GB-hour) and still be more cost effective
overall. Given that cloud storage prices have been increasing,
not decreasing [40], [41], it seems unlikely that highly-durable
cloud storage will be able to compete on price with lower-
durability storage any time soon.

C. Latency Analysis

Re-running actions to re-create data incurs not only an
additional compute cost, but also adds additional latency. This
additional latency is amortized across many application runs,
since even with low-durability storage, failures (and therefore
re-runs) are infrequent. Still, even if the costs make sense (i.e.,
the additional compute cost is smaller than the cost savings
from using lower-durability storage), for some applications the
additional latency will be unacceptable. This is captured in
Trait 3 in Table I, which says that SDCM may not be suitable
for use with applications that are highly latency sensitive.

Here, we conduct a short analysis of that additional latency.
We use the DAG depicted in Figure 7 with fixed runtime
for each action and fixed sizes for the data created by each
action. We evaluate with two configurations: in the first
(“Configuration 1”), the actions each execute for 60 seconds
and produce 100MB of output. In the second (“Configuration
2”), each action runs for one hour and produces 1TB of data.
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Config App NOMDL1h
Input size

(MB)
Correlated
failures?

A Video
transcoding 10,000 99 No

B Video
transcoding 100,000 99 No

C Montage 0.25 10,000 16 No
D Montage 0.25 10,000 16 Yes
E Montage 0.25 100,000 16 Yes
F Montage 1.0 10,000 153 No
G Montage 1.0 100,000 153 No
H Montage 1.0 100,000 153 Yes

TABLE III: Parameters used for applications in case study

We evaluate each configuration with and without correlated
failures. We increase the NOMDL1h of the storage system
used for storing the data, and calculate the probability of losing
data (and therefore, the probability of needing to re-run a stage
of the DAG).

If an action needs to be re-run, the overall runtime of the
DAG will increase by up to 2× the runtime of a single action.
This is because in the worst case, an action will run until
just before completion before the data it is consuming is lost
by the storage system. One action will need to be re-run to
re-create the data, and then the consumer action will need to
be re-run since it failed to complete on its initial run. In the
case of correlated failures, the entire DAG will need to be
re-run. Again, the worse case is that data is lost right before
completion, meaning that the entire DAG essentially needs to
be run twice. For Configuration 1, in the correlated case, this
means that a DAG invocation that encounters an error will
run for up to 2 × 60 × 5 = 600 seconds, rather than 300
seconds in the usual case. For Configuration 2, an invocation
encountering an error can run for up to 10 hours, compared
to 5 in the non-error case.

If the application encounters lost data due to a storage
system failure, that specific run will take significantly longer
to complete. However, this case is fairly rare, and amortized
across all runs the additional runtime is quite small. Figure 9
shows the additional time spent re-running actions as a result
of failure, amortized across the predicted number of DAG
invocations between failures. Figure 9a shows this additional
time in seconds, and Figure 9b shows this time as a percentage
of the total runtime for a single invocation of the DAG. We
show here the correlated failure case; the non-correlated case
will have an even lower amortized time cost.

Even in the case where the storage system’s failure rate is
unrealistically high (NOMDL1h = 105), the additional time
is only 1.6 × 10−8 seconds and 5.6 × 10−5 seconds per
DAG invocation for Configurations 1 and 2, respectively. This
corresponds to just 5.1 × 10−11% and 3.1 × 10−9% of the
runtime for a single DAG invocation, for Configurations 1
and 2, respectively.

D. Case Studies

In this section we demonstrate using SDCM and execution
system to run real world applications. We chose applica-

10 4 10 1 102 105

NOMDL1h, log10 scale

10 17

10 13

10 9

10 5

Am
or

tiz
ed

 ru
nt

im
e

pe
r i

nv
oc

at
io

n 
(s

),
lo

g 1
0 s

ca
le

Configuration 1
Configuration 2

(a) Additional time, amortized across the expected number of DAG
invocations between failures. Note the log10 scale on both X- and
Y-axes.
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Fig. 9: Additional time spent re-executing to re-create lost
data. In Configuration 1 each action runs for 60 seconds and
produces 100 MB of data. In Configuration 2, each action runs
for one hour and produces 1TB of data.

tions that satisfied the criteria described in Table I: 1) the
intermediate data could be reproduced by re-executing the
creating action, 2) the model parameters for each application
(e.g., runtime of each action, the size and lifetime of data
produced by each action) are predictable after profiling, 3) the
applications are not latency sensitive, 4) are DAG structured,
5) were written originally using durable storage, and 6) process
a non-trivial amount of data.

Table III contains the parameters used for each of the exper-
iments. We used the storage classes defined in Section IV-A,
and $0.0068 per second as our compute cost. Figure 12 graphs
the storage costs (including re-execution costs) for SDCM’s
storage class selections, compared with the baseline of using
highly-durable storage for all data.

a) Video Transcoding: We implement a three stage work-
flow, using FFmpeg [42] to transcode a video to a new
resolution. Our workflow is depicted in Figure 10 and consists
of a split stage, a parallel transcode stage, and finally a
combine stage. In total, the workflow contains 12 functions
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Fig. 10: Video transcoding DAG

(a) Configuration A

(b) Configuration B

Fig. 11: Video transcoding storage class selections. Green is
SC1, red is SC2. See Table III for configuration details.

and generates 284 MB of intermediate data.
We run with two configurations (A and B), differing only

in that configuration B has a higher NOMDL1h than con-
figuration A. Figure 11 depicts the storage class decisions
made by SDCM, with red boxes indicating data stored in SC2
(low-durability, cheap storage) and green boxes indicating data
stored in SC1 (high-durability, more expensive storage).

We see that as NOMDL1h increases from configuration A
to configuration B, SDCM chooses more-durable storage for
the final output. For configuration A, the baseline storage costs
are 2.98× SDCM’s, and 2.94× more for configuration B.

b) Montage: Montage [43] is a toolkit for processing and
stitching together astronomical images. We port the workflow
implemented for HyperFlow [44], [45] to run on our execution
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Fig. 12: Storage component of DAG costs for applications
used in case study. See Table III for configuration specifics.

system. We run two sizes of Montage workflow, 0.25 and 1.0,
with configurations listed in Table III. Figure 13 shows the
structure of the workflow. The Montage 0.25 workflow con-
tains 43 total functions and generates 185MB of intermediate
data, and the Montage 1.0 workflow contains 469 functions
and generates 1,828MB of intermediate data.

Figure 14 shows the storage class selections for the Montage
0.25 workflow. The results for the Montage 1.0 workflow are
too large to be included.

As described in Section III, correlated failures makes the
assumption that any data loss will require re-execution of the
entire DAG. Therefore, It has the effect of increasing the cost
of recovering lost data, especially as we progress further in the
DAG: the further along we are, the more work will need to be
re-run. Indeed, we see this as we enable correlated failures in
configuration D vs. configuration C: SDCM selects the more-
durable storage class SC1 for data produced towards the end
of the DAG.

This effect is amplified by increasing NOMDL1h, as seen
in configuration E vs. D. Here SDCM selects SC1 for even
more data, again all data towards the end of the DAG.

For the Montage 0.25 workflow, the baseline storage costs
are 2.99×, 2.65×, and 1.58× higher than SDCM costs for
configurations C, D, and E, respectively. For the Montage 1.0
workflow, the baseline costs are 2.97×, 2.72×, and 1.92×
higher than SDCM costs for configurations F, G, and H,
respectively.

VI. RELATED WORK

a) Storage and data exchange for serverless: There has
been a large amount of recent work on data exchange for
serverless [46], [47], [24], [48], [49], [50], [25], [51], [52].
Most of this work focuses on improving the performance of
data transfer in a serverless environment. To do so, Pocket [46]
and Locus [47] utilize a mix of slower, cheaper storage and
faster, more expensive storage. The faster, more expensive
storage is memory based and does not utilize durability
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Fig. 13: Montage DAG

(a) Configuration C
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Fig. 14: Montage 0.25 storage class selections. Green is SC1,
red is SC2. See Table III for configuration details.

features such as replication. These works make the argument
that all serverless data is short lived and can be re-created, and
therefore such volatile storage is suitable for serverless data.
However, they simply assume that lower-durability storage is
acceptable, and do not consider the cases where such storage
may be less cost effective compared to durable storage. Also,
they do not explore how data loss might be handled by the
application.

FuncStore [52] aims to reduce resource waste by deleting

objects when they are no longer needed. To do so, they analyze
an application’s DAG and use a machine-learning model to
determine the anticipated lifetime of each object. We also
predict the lifecycle of objects created by applications, but we
were able to achieve accurate results using profiling and linear
interpolation. Note that because SDCM inherently supports
the regeneration of data, mis-predicting the lifecycle of data
is not much of a concern as it is with FuncStore, which—
like many other related projects—have no mechanism for re-
creating lost data. If more accurate lifecycle prediction were
needed, we could also adopt the lifecycle-prediction approach
used by FuncStore.

Projects such as SONIC [24], SAND [49], Wukong [50],
and Cloudburst [51] accelerate data transfer by passing data
directly among functions running on the same host. Not all
data is capable of being transferred in this way: for instance
scheduling constraints may force functions to be run on
different hosts, making this data transfer method not possible.

Techniques such as compression [53] and de-
duplication [54] can be used to reduce the size of data,
and therefore, storage costs. We note that SDCM is not
incompatible with these techniques, and the methods SDCM
uses to reduce storage costs can be used in conjunction with
these other techniques. In fact, many of the data-transfer
and data-reduction techniques discussed here, such as as
Pocket [46], Wukong [50], and FuncStore [52], could be used
together with SDCM to further reduce storage costs. Any
technique that uses an intermediate data store to transfer data
can be used with SDCM to place data in that intermediate
data store at an appropriate, cost-optimal durability level.

b) Lower-durability storage: Amazon previously offered
a reduced-durability storage class for its S3 object storage
service [55], called Reduced Redundancy Storage (RRS). That
storage class provided just four 9’s of durability compared to
S3’s usual eleven 9’s and was initially priced at 33% cheaper
than other storage classes. However, in 2017, this storage class
was deprecated with no reduced durability replacement [56].
We have been unable to find out why Amazon RRS was
deprecated. One possible explanation is that it was difficult
to use: when data was lost, S3 would return a specific HTTP
error code (405, ”Method Not Allowed”). Developers would
need to add special handling to their application to check for
this code, and then to respond accordingly when data was
lost. Both aspects of this (detecting and responding) presents
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a burden that developers may not have been willing to bear.
Additionally, the appropriate response to lost data was often
specific to each application, making it difficult to generalize
and handle by a library or framework.

Nowadays, the rise of serverless has greatly simplified the
task of handling lost data. Lost data can now be generically
handled by re-running a function to replace the lost data. This
enables libraries or frameworks, such as we present in this
paper, to take care of responding to lost data.

To the best of our knowledge, no other cloud provider has
offered any kind of reduced-durability storage.

Spark’s [57] Resilient Distributed Datasets (RDDs) supports
storing data in non-durable storage such as memory. In the
event of data loss, the RDD recomputes the lost data. This is
similar to our approach, except it does not use a model for
identifying the most cost effective storage class for the data.

c) Serverless workflow execution: Tools such as AWS
Step Functions [58] and OpenWhisk Action Sequences [59]
allow users to combine multiple actions in a sequence, passing
data from one stage to the next. However, they do not track
the provenance of data produced by the actions. This makes
it impossible to transparently handle data loss, as our work
does. Similarly, there has been a lot of research on server-
less execution systems (e.g., Hyperflow [44], FaaSFlow [60],
gg [61], Sprocket [62], Wukong [50], and SONIC [24]). These
projects focus on various aspects of writing applications that
run on serverless platforms, but do not address the problem
of re-creating data lost by a non-durable storage system.

Microsoft’s Durable Function framework [63], [15], [64]
allows users to build complex applications that are executed in
a serverless context. Results from individual stages are saved,
and if the stage needs to be re-run, the saved results are used
instead of re-computing. This is similar in concept to our
work, in that they address the possibility of needing to re-
run functions using have special support. However, they do
not address the possibility of data loss. Therefore, our work
is complimentary in that our work could be used to guide
the placement of the intermediate data saved by the Durable
Functions framework.

VII. CONCLUSION

Storage systems have been built and operated with the
assumption that high durability is necessary and desired for
all kinds of data. In this paper, we revisit this assumption and
find that it no longer holds for all data. Specifically, serverless
data has unique traits that make it tolerant of loss: it can be
re-created and it is short lived. In other words, it is unlikely to
be lost even if stored on low-durability storage. Moreover, in
the event that it is lost, there is a clear recovery mechanism.

We presented a mathematical model, SDCM, that identifies
the most cost effective storage class for serverless data, given
application and environmental parameters. We also built an
execution system using SDCM to place data, which transpar-
ently re-runs functions in response to lost data. Finally, we
demonstrate how the placement decisions made by SDCM can
lower storage costs when executing serverless DAGs, by up
to 3×, while never exceeding baseline costs.
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